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The development of Artificial General Intelligence is immoral 
What is Artificial General Intelligence?
Artificial intelligence has been an increasing topic and growing technology in our society. In recent years with the emergence of programs like ChatGPT, multiple companies and governments have been investing in research and development of AI technologies to become more and more advanced and prevalent. Currently, the AI that exists today would be considered “soft” AI – essentially a complex computer program that functions based off of the inputs of a program designed to make it function. Take ChatGPT for instance, it is a computer program that functions to respond to questions people ask of it utilizing existing sources of information from the internet. Alternatively, what does not exist yet, would be “strong” AI or Artificial General Intelligence. The distinguishing characteristic between these types of AI is that most experts believe Artificial General Intelligence, or AGI, will have the capacity to be autonomous, self-thinking, and in many ways more human-like than computer-like. 
Artificial General Intelligence is a topic that has been explored in countless science-fiction books and movies, but is now becoming more and more a real possibility in our future. And this brings some cause for both optimism and caution. Proponents of the acceleration of AI technologies proclaim believe the technology will propel the advancement of human society in almost every way. It will be more productive than humans, faster, smarter, and capable of doing things without being tired. Someday, AGI could replace almost all human related tasks from household tasks to most jobs people have now. Pessimists of AGI believe the potential of the technology in the hands of the wrong people could also put society in more danger. For instance, AGI replacing jobs to save corporations money but leaving more people without a means to support themselves, AGI military potentials making the world more unsafe, and the potential for AGI to become fully autonomous and reject human control. While Artificial General Intelligence doesn’t exist yet, it could become a very real possibility in the coming years. 

Affirmative Moral Foundations & Arguments
Affirmative debaters for this topic will be taking the side that Artificial General Intelligence is immoral, or harmful and bad. The basis of Affirmative arguments will have to be rooted in determining what is and what isn’t moral, and articulating how your harms and impacts fit within that ethical framework. There are multiple areas Affirmative debaters could explore to persuade why Artificial General Intelligence is dangerous and immoral. One area of moral concern is the potential consequences it could bring for humans. Evaluating Artificial General Intelligence in these ways may be best under a value/criterion of utilitarianism as a moral measure. Potential issues such as job losses, AI turning against humans, environmental harms, and other issues could all be articulated as consequential to a majority of humans most likely and therefore make the development of artificial general intelligence immoral. Alternatively, one could morally evaluate the development of Artificial General Intelligence from the viewpoint of AGI technology itself and the character development of human beings from a behavioral perspective. Some Artificial General Intelligence theorists believe it is possible for strong AI to develop some level of self-awareness and/or sentience, making them in some ways a moral actor deserving of some rights and protections, the same that humans and even animals are owed. Because most theorize Artificial General Intelligence to be a tool to be used for the benefit of humans, some worry that the development of Artificial General Intelligence could increase the net suffering that exists in the world – first, potential human mistreatment of sentient AI could cause existential harm and therefore create a new class of sentient beings who experience suffering, and second, human beings own moral and character development could become worse by having a perceived second-class sentient being to treat in a subordinate manner which could bring out some of human’s worst behaviors that are often seen both historically and contemporarily in hierarchal-defined relationships (i.e. racism, sexism, classism, etc). From this interactive perspective of the development of Artificial General Intelligence, the moral consequences could be analyzed from the perspective of AGI technology beings as moral agents being harmed or from a moral perspective of humans degrading in character from the existence of Artificial General Intelligence. These three perspectives all offer ways in which Affirmative debaters can make a persuasive case for why the development of Artificial General Intelligence could be immoral. 

Negative Moral Foundations & Arguments
Negative debaters for this topic will be taking the side that Artificial General Intelligence is not immoral, or could be potentially good or at least morally neutral. The basis of Negative arguments, similarly to the Affirmative side, will have to focus on persuading the judge how we should define and conceptualize “immoral” and articulating offensive and defensive arguments for why the development of Artificial General Intelligence is not immoral (offensive meaning development of AGI is actually moral, and defensive meaning development of AGI is potentially morally neutral). There are a few areas Negative debaters can focus on to make the case that the development of Artificial General Intelligence is actually moral. Many optimists of the innovative development of AI technologies point out the big areas that said technology can benefit humans and the progression of the world. Some of these include society’s healthcare and medical advancements, economic growth from increased efficiency and productivity, and (maybe most utopian) automating a large amount of human jobs and activities to free people to spend their time more freely on what they please. These different examples of the potential benefits to the development of Artificial General Intelligence articulate a net benefit to human beings. For these arguments, Negative debaters can utilize a utilitarianism framework under these arguments to advocate that Artificial General Intelligence could provide a net-good for the majority of people. Alternatively, oen could also use a moral framework of increasing net happiness to make the case that these benefits Artificial General Intelligence will bring humans makes AGI moral. Negative debaters will also need to cast doubt on the Affirmative’s arguments, by defensively responding to their arguments to suggest maybe their arguments don’t mean the development of Artificial General Intelligence is not immoral, but instead perhaps just morally neutral. A basis of a lot of responses to Affirmative arguments could be rooted in that analysis that Artificial General Intelligence is by itself not bad or immoral, but since it’s a hyper-advanced computer technology that is programmed based on human inputs and direction, it is merely a byproduct of the intentions of human action. If this is the case, it is not Artificial General Intelligence itself that is bad or immoral, but rather the actions of humans developing, programming, or using AI technologies. These three perspectives all offer ways in which Negative debaters can make a persuasive case for why the development of Artificial General Intelligence could be moral, or at least morally neutral.

[bookmark: _Toc189914533]Definitions
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Development means to become more advanced 
Cambridge Dictionary, no date
“Development,” Cambridge Dictionary, https://dictionary.cambridge.org/us/dictionary/english/development
the process in which someone or something grows or changes and becomes more advanced

Development means steady growth 
Oxford Learner’s Dictionary, no date
“Development,” Oxford Learner’s Dictionary, https://www.oxfordlearnersdictionaries.com/us/definition/english/development
the steady growth of something so that it becomes more advanced, stronger, etc.

[bookmark: _Toc189914535]Artificial General Intelligence 

Artificial general intelligence is AI that can learn, think and act the way humans do
Sunny Betz, staff reporter at Built In, 5 August 2024
“What Is Artificial General Intelligence?”, Built In, https://builtin.com/artificial-intelligence/artificial-general-intelligence
Artificial general intelligence is AI that can learn, think and act the way humans do. Although AGI has yet to be created, in theory it could complete new tasks it never received training for and perform creative actions that previously only humans could. If artificial general intelligence (sometimes called strong AI) sounds like sci-fi, that’s because it still is. Existing forms of AI haven’t quite reached the level of AGI — but developers are still working to make it a reality. “AGI doesn’t exist today in the way we think about it,” Wayne Chang, cofounder of Digits, told Built In. “However, the speed of innovation towards AGI is accelerating. In its ideal state, AGI would perform tasks that are identical to or surpass those that a human would perform.”

Artificial general intelligence will surpass human capabilities and potentially be conscious and sentient
The Decision Lab, no date
“Artificial General Intelligence,” Decision Lab, https://thedecisionlab.com/reference-guide/computer-science/artificial-general-intelligence
Artificial general intelligence (AGI), also called strong AI, is a hypothetical type of artificial intelligence (AI) with human-like cognitive abilities. Unlike the AI systems we have today, AGI would be able to think, reason, and learn as well as or even better than humans.1 This level of human-like intelligence assumes that AGI would have a sense of self-control, self-understanding, and an ability to learn new skills on its own, similar to human consciousness. Some experts even believe that AGI programs would be conscious or sentient.

Artificial general intelligence will possess the capabilities of a human combined with a high-performance computer
Silvio Savarese and Peter Schwartz, prominent thinkers for Salesforce, no date
“What Is Artificial General Intelligence (AGI)?”, Salesforce, https://www.salesforce.com/artificial-intelligence/what-is-artificial-general-intelligence/
To get a sense of AGI, imagine the cognitive capabilities of a human — ‌with the ability to learn, converse, plan, and perform tasks across a range of domains, from the scientific to the creative to the philosophical to the personal — combined with speed, memory, reliability, and scalability of high-performance computing. Today’s large language models (LLMs)➚Opens in a new window powering AI models provide a glimpse of AGI, with the ability to carry on open-ended conversations with natural language, coupled with their access to vast stores of knowledge in just about every domain.


[bookmark: _Toc189914536]Immoral

Immoral things conflict with generally held moral principles 
Merriam-Webster Dictionary, no date
“Immoral,” Merriam-Webster Dictionary, https://www.merriam-webster.com/dictionary/immoral
conflicting with generally or traditionally held moral principles

Immorality does not conform to accepted principles of right and wrong 
Collins Dictionary, no date
“Immoral”, Collins Dictionary, https://www.collinsdictionary.com/us/dictionary/english/immoral
not in conformity with accepted principles of right and wrong behavior
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For generations, books and movies have shown us the potential dangers of the future when it comes to advanced artificial intelligence technology. Because of this, I stand resolved that: The development of Artificial General Intelligence is immoral

Observation 1: Resolutional Analysis

A. Definitions 

Artificial general intelligence will surpass human capabilities and potentially be conscious and sentient
The Decision Lab, no date
“Artificial General Intelligence,” Decision Lab, https://thedecisionlab.com/reference-guide/computer-science/artificial-general-intelligence
Artificial general intelligence (AGI), also called strong AI, is a hypothetical type of artificial intelligence (AI) with human-like cognitive abilities. Unlike the AI systems we have today, AGI would be able to think, reason, and learn as well as or even better than humans.1 This level of human-like intelligence assumes that AGI would have a sense of self-control, self-understanding, and an ability to learn new skills on its own, similar to human consciousness. Some experts even believe that AGI programs would be conscious or sentient.

Immoral things conflict with generally held moral principles 
Merriam-Webster Dictionary, no date
“Immoral,” Merriam-Webster Dictionary, https://www.merriam-webster.com/dictionary/immoral
conflicting with generally or traditionally held moral principles



B. Value: Negative utilitarianism. There is not a moral symmetry between increasing happiness and reducing suffering
Bjørn Hofmann, professor of medical ethics at University of Oslo in Norway, April 2024
“Moral obligations towards human persons’ wellbeing versus their suffering: An analysis of perspectives of moral philosophy,” Health Policy, Volume 142, https://www.sciencedirect.com/science/article/pii/S0168851024000411
In classical utilitarianism, there is an assumed moral symmetry between wellbeing and suffering [35], [36], [37], [38]. Its basic account is well expressed in Henry Sidgwick's explanation of the “greatest benefit” as "the greatest possible surplus of pleasure over pain, the pain being conceived as balanced against an equal amount of pleasure, so that the two contrasted amounts annihilate each other for purposes of ethical calculation.'' [39] The moral symmetry view contains two elements and can be defined as follows: «we should maximize the total surplus of happiness over suffering; therefore, it is always better (other things being equal) to bring about a larger increase in positive happiness than a smaller reduction of suffering, and to bring about a greater reduction of less intense suffering than a smaller reduction of more intense suffering.» [40]. While this view has been prominent and prolific, the problem has been to justify and demonstrate, and not only to assume, the symmetry of wellbeing and suffering. Accordingly, a range of proponents of the asymmetry views have emerged. The most renown comes from within utilitarianism itself (negative utilitarianism, see below), but first we must acknowledge the intuitional sources of asymmetry.

C. Criterion: Reduce suffering. The goal of morality is to reduce suffering. 
Bjørn Hofmann, professor of medical ethics at University of Oslo in Norway, April 2024
“Moral obligations towards human persons’ wellbeing versus their suffering: An analysis of perspectives of moral philosophy,” Health Policy, Volume 142, https://www.sciencedirect.com/science/article/pii/S0168851024000411
In Open society and its enemies, Carl Popper argued that it is much easier to reach agreement on minimizing harm than on maximizing happiness. “I believe that there is, from the ethical point of view, no symmetry between suffering and happiness, or between pain and pleasure. Both the greatest happiness principle of the Utilitarians and Kant's principle, ‘Promote other people's happiness …,’ seem to me (at least in their formulations) fundamentally wrong in this point, which is, however not one for rational argument. … In my opinion … human suffering makes a direct moral appeal, namely, the appeal for help, while there is no similar call to increase the happiness of a man who is doing well anyway.” [45]. Hence, Popper argues for an asymmetry in terms of a difference in moral obligations. In this context, the claim is not very helpful as it tends to make the argument circular: There is a difference in moral appeal between wellbeing and suffering because there is a moral asymmetry between wellbeing and suffering, which is due to an asymmetry in moral appeal.



Observation 2: The development of Artificial General Intelligence creates new consequences for society utilizing technology that lacks human traits of compassion making it immoral

A. Little if any ethical considerations factored in the development and use of AI
Lee Raine, et al, researchers at Pew Research Center, 16 June 2021
“Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm Within the Next Decade,” Pew Research Center, https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/
A large number of respondents argued that geopolitical and economic competition are the main drivers for AI developers, while moral concerns take a back seat. A share of these experts said creators of AI tools work in groups that have little or no incentive to design systems that address ethical concerns. Some respondents noted that, even if workable ethics requirements might be established, they could not be applied or governed because most AI design is proprietary, hidden and complex. How can harmful AI “outcomes” be diagnosed and addressed if the basis for AI “decisions” cannot be discerned? Some of these experts also note that existing AI systems and databases are often used to build new AI applications. That means the biases and ethically troubling aspects of current systems are being designed into the new systems. They say diagnosing and unwinding the pre-existing problems may be difficult if not impossible to achieve.

B. There are multiple areas of ethical concern when it comes to AGI
Christina Pazzanese, Harvard Staff Writer, 26 October 2020
“Ethical concerns mount as AI takes bigger decision-making role in more industries,” The Harvard Gazette, https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-making-role/
AI presents three major areas of ethical concern for society: privacy and surveillance, bias and discrimination, and perhaps the deepest, most difficult philosophical question of the era, the role of human judgment, said Sandel, who teaches a course in the moral, social, and political implications of new technologies. “Debates about privacy safeguards and about how to overcome bias in algorithmic decision-making in sentencing, parole, and employment practices are by now familiar,” said Sandel, referring to conscious and unconscious prejudices of program developers and those built into datasets used to train the software. “But we’ve not yet wrapped our minds around the hardest question: Can smart machines outthink us, or are certain elements of human judgment indispensable in deciding some of the most important things in life?”



C. AGI takeover of human functions bad – AGI lacks human compassion and empathy
Lee Raine, et al, researchers at Pew Research Center, 16 June 2021
“Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm Within the Next Decade,” Pew Research Center, https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/ 
A more subtle danger is when humans are actually more generous than machine-learning algorithms. For instance, it has been shown that judges are more lenient toward first offenders than machine learning in the sense that machine learning predicts a high probability of reoffending, and this probability is not taken into account by judges when sentencing. In other words, judges give first offenders ‘a second chance,’ a moral compass that the algorithm lacks. But, more generally, the algorithm only does what it is told to do: If the law that has been voted on by the public ends up throwing large fractions of poor young males in jail, then that’s what the algorithm will implement, removing the judge’s discretion to do some minor adjustment at the margin. Don’t blame AI for that: Blame the criminal justice system that has been created by voters.

D. AGI has multiple important ethical dilemmas that make it immoral 
Sunny Betz, staff reporter at Built In, 5 August 2024
“What Is Artificial General Intelligence?”, Built In, https://builtin.com/artificial-intelligence/artificial-general-intelligence
For all its potential benefits, artificial general intelligence doesn’t come without risks. Already, AI is challenging our perception of the world and what makes us human, and AGI could come with even more consequences: Ethical questions: There’s reason to question whether AI can understand human ethics, so humans may have to confront an AI that doesn’t follow human ethical standards. Social inequities: AGI requires the kind of capital and resources only large corporations have, concentrating even more power in the hands of a few businesses. Lack of legal safeguards: Laws still lag behind weak AI, so AGI would likely have no legal limits and could potentially be used for malicious purposes. Job losses: The development of an AI that can mimic and surpass human abilities may trigger fears of job losses due to automation.


[bookmark: _Toc189914539]Extensions – AGI Hurts Most Jobs

AGI will make human labor obsolete 
The Decision Lab, no date
“Artificial General Intelligence,” Decision Lab, https://thedecisionlab.com/reference-guide/computer-science/artificial-general-intelligence
For the average person, AGI will likely change how we experience everything from work to play. AGI tools would supercharge our productivity and automate nearly every cognitive task, allowing us to make decisions with much greater speed and accuracy.8 As just one example, AI is already showing significant promise for improving supply chain management. If you’re wondering how this will impact jobs, you’re not alone. Current estimates suggest that AI programs and robots could replace up to 30% of human labor by 2030.10 AI already poses a real threat to the labor market, but AGI systems would completely devalue expertise — what happens when everyone can leverage AGI to produce expert-level work?

AGI and automation can replace a majority of jobs leaving people without money and a way to spend their time
Julia Bossmann, contributing writer for World Economic Forum, 21 October 2016
“Top 9 ethical issues in artificial intelligence,” World Economic Forum, https://www.weforum.org/stories/2016/10/top-10-ethical-issues-in-artificial-intelligence/
The hierarchy of labour is concerned primarily with automation. As we’ve invented ways to automate jobs, we could create room for people to assume more complex roles, moving from the physical work that dominated the pre-industrial globe to the cognitive labour that characterizes strategic and administrative work in our globalized society. Look at trucking: it currently employs millions of individuals in the United States alone. What will happen to them if the self-driving trucks promised by Tesla’s Elon Musk become widely available in the next decade? But on the other hand, if we consider the lower risk of accidents, self-driving trucks seem like an ethical choice. The same scenario could happen to office workers, as well as to the majority of the workforce in developed countries.
 
[bookmark: _Toc189914540]Extensions – AGI Hurts Human Uniqueness

AGI will create psychological harm among humans  
The Decision Lab, no date
“Artificial General Intelligence,” Decision Lab, https://thedecisionlab.com/reference-guide/computer-science/artificial-general-intelligence
The development of AGI also has the potential to impact us on a psychological level, causing us to question what it means to be human and forcing us to adapt our behavior so we can collaborate with AGI systems. One of the most unsettling things about the emergence of AGI is its potential to threaten our uniqueness and challenge our purpose in society.12 What happens when human expertise is no longer valuable? What about when AGI can produce art, music, and literature that rivals the works of the greats? Can we still find meaning and purpose in our work and creative pursuits? Moreover, if we possess the same level of intelligence as a machine, what makes us different? Are we just computers made of flesh and blood? If you’re feeling a hint of existential anxiety at these questions, we get it! While many of these questions are entirely philosophical, they have important implications for our psychological well-being. AGI is bound to increase feelings of inadequacy and diminished self-worth.

We shouldn’t create something that will surpass human intelligence
Julia Bossmann, contributing writer for World Economic Forum, 21 October 2016
“Top 9 ethical issues in artificial intelligence,” World Economic Forum, https://www.weforum.org/stories/2016/10/top-10-ethical-issues-in-artificial-intelligence/ 
The reason humans are on top of the food chain is not down to sharp teeth or strong muscles. Human dominance is almost entirely due to our ingenuity and intelligence. We can get the better of bigger, faster, stronger animals because we can create and use tools to control them: both physical tools such as cages and weapons, and cognitive tools like training and conditioning. This poses a serious question about artificial intelligence: will it, one day, have the same advantage over us? We can't rely on just "pulling the plug" either, because a sufficiently advanced machine may anticipate this move and defend itself. This is what some call the “singularity”: the point in time when human beings are no longer the most intelligent beings on earth.

[bookmark: _Toc189914541]A2 – AGI Makes the World Better

AGI will only be as good as our human institutions make its contributions capable of 
The Decision Lab, no date
“Artificial General Intelligence,” Decision Lab, https://thedecisionlab.com/reference-guide/computer-science/artificial-general-intelligence
However, AGI will not be a silver bullet. While this powerful tool can augment our human abilities to accelerate data analysis and model incredibly complex simulations of real-world systems, these multidisciplinary challenges will still require coordinated human intervention between researchers, policymakers, and the public. The key lies in learning how to optimize our use of AGI alongside other tools, including human expertise.

The difficulties AGI presents opens us up to conflicting interests that could put us in harm’s way
Lee Raine, et al, researchers at Pew Research Center, 16 June 2021
“Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm Within the Next Decade,” Pew Research Center, https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/ 
“Even if we could decide on a definition [for ethics] in the U.S., it would likely vary from the definitions used in other countries. Given AI’s ability to fluidly cross borders, regulating AI would prove troublesome. We also will find that ethical constraints may be at odds with other self-interests. Situational ethics could easily arise when we face military or intelligence threats, economic competitive threats, and even political threats. “Further, AI itself presents some challenges. Today, much of what happens in some AI systems is not known to the creators of the systems. This is the black-box problem. Regulating what happens in the black box may be difficult. Alternatively, banning black boxes may hinder AI development, putting our economic, military or political interests at risk.”

[bookmark: _Toc189914542]A2 – AGI Will Improve Over Time

AGI will replicate human bias and make structural inequities worse 
Christina Pazzanese, Harvard Staff Writer, 26 October 2020
“Ethical concerns mount as AI takes bigger decision-making role in more industries,” The Harvard Gazette, https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-making-role/
Sandel disagrees. “AI not only replicates human biases, it confers on these biases a kind of scientific credibility. It makes it seem that these predictions and judgments have an objective status,” he said. In the world of lending, algorithm-driven decisions do have a potential “dark side,” Mills said. As machines learn from data sets they’re fed, chances are “pretty high” they may replicate many of the banking industry’s past failings that resulted in systematic disparate treatment of African Americans and other marginalized consumers. “If we’re not thoughtful and careful, we’re going to end up with redlining again,” she said.

Businesses are not self-regulating and the government is too slow to action – AGI will be unethical
Christina Pazzanese, Harvard Staff Writer, 26 October 2020
“Ethical concerns mount as AI takes bigger decision-making role in more industries,” The Harvard Gazette, https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-making-role/
While the European Union already has rigorous data-privacy laws and the European Commission is considering a formal regulatory framework for ethical use of AI, the U.S. government has historically been late when it comes to tech regulation. “I think we should’ve started three decades ago, but better late than never,” said Furman, who thinks there needs to be a “greater sense of urgency” to make lawmakers act. Business leaders “can’t have it both ways,” refusing responsibility for AI’s harmful consequences while also fighting government oversight, Sandel maintains. “The problem is these big tech companies are neither self-regulating, nor subject to adequate government regulation. I think there needs to be more of both,” he said, later adding: “We can’t assume that market forces by themselves will sort it out. That’s a mistake, as we’ve seen with Facebook and other tech giants.”



[bookmark: _Toc189914543]Negative
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Artificial general intelligence has the potential to radically transform our world for the better. Because of this, I oppose the proposition that: The development of Artificial General Intelligence is immoral

Observation 1: Resolutional Analysis

A. Definitions

Artificial general intelligence is AI that can learn, think and act the way humans do
Sunny Betz, staff reporter at Built In, 5 August 2024
“What Is Artificial General Intelligence?”, Built In, https://builtin.com/artificial-intelligence/artificial-general-intelligence
Artificial general intelligence is AI that can learn, think and act the way humans do. Although AGI has yet to be created, in theory it could complete new tasks it never received training for and perform creative actions that previously only humans could. If artificial general intelligence (sometimes called strong AI) sounds like sci-fi, that’s because it still is. Existing forms of AI haven’t quite reached the level of AGI — but developers are still working to make it a reality. “AGI doesn’t exist today in the way we think about it,” Wayne Chang, cofounder of Digits, told Built In. “However, the speed of innovation towards AGI is accelerating. In its ideal state, AGI would perform tasks that are identical to or surpass those that a human would perform.”

B. Value: Moral Relativism. Moral judgements of AI skew toward dominant ethical considerations, not possible to judge
Lee Raine, et al, researchers at Pew Research Center, 16 June 2021
“Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm Within the Next Decade,” Pew Research Center, https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/  
A portion of these experts infused their answers with questions that amount to this overarching question: How can ethical standards be defined and applied for a global, cross-cultural, ever-evolving, ever-expanding universe of diverse black-box systems in which bad actors and misinformation thrive? A selection of respondents’ comments on this broad topic is organized over the next 20 pages under these subheadings: 1) It can be hard to agree as to what constitutes ethical behavior. 2) Humans are the problem: Whose ethics? Who decides? Who cares? Who enforces? 3) Like all tools, AI can be used for good or ill, which makes standards-setting a challenge. 4) Further AI evolution itself raises questions and complications.



C. Criterion: User vs Use. AI is just complex mathematical calculations and data processing – there are no good or evil mathematical functions
Lee Raine, et al, researchers at Pew Research Center, 16 June 2021
“Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm Within the Next Decade,” Pew Research Center, https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/  
“Compounding this is the fact that contemporary artificial intelligence is not based on principles or rules. Modern AI is based on applying mathematical functions on large collections of data. This type of processing is not easily shaped by ethical principles; there aren’t ‘good’ or ‘evil’ mathematical functions, and the biases and prejudices in the data are not easily identified nor prevented. Meanwhile, the application of AI is underdetermined by the outcome; the same prediction, for example, can be used to provide social support and assistance to a needy person or to prevent that person from obtaining employment, insurance or financial services.

Observation 2: Artificial General Intelligence will continue to improve, and will make our world a better place for humans 

A. AGI will improve with time and bring many benefits to society
Lee Raine, et al, researchers at Pew Research Center, 16 June 2021
“Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm Within the Next Decade,” Pew Research Center, https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/  
Today’s AI mania implies that a lot of people are rushing to be able to say that they use or produce AI, and anything rushed will have compromises. Notwithstanding the concerns, the enthusiasm for AI builds on long histories improving processing hardware, data-handling capability and algorithms. Better systems for education and training should be available and should enable the kind of customization long promised but seldom achieved. Aids to medical diagnoses should become more credible, along with aids to development of new therapies. The support provided by today’s ‘smart speakers’ should become more meaningful and more useful (especially if clear attention to privacy and security comes with the increased functionality).



B. AGI is essential for the future of the economy
Christina Pazzanese, Harvard Staff Writer, 26 October 2020
“Ethical concerns mount as AI takes bigger decision-making role in more industries,” The Harvard Gazette, https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-making-role/ 
Its growing appeal and utility are undeniable. Worldwide business spending on AI is expected to hit $50 billion this year and $110 billion annually by 2024, even after the global economic slump caused by the COVID-19 pandemic, according to a forecast released in August by technology research firm IDC. Retail and banking industries spent the most this year, at more than $5 billion each. The company expects the media industry and federal and central governments will invest most heavily between 2018 and 2023 and predicts that AI will be “the disrupting influence changing entire industries over the next decade.” “Virtually every big company now has multiple AI systems and counts the deployment of AI as integral to their strategy,” said Joseph Fuller, professor of management practice at Harvard Business School, who co-leads Managing the Future of Work, a research project that studies, in part, the development and implementation of AI, including machine learning, robotics, sensors, and industrial automation, in business and the work world.
 
C. AGI’s ability to increase productivity and enhance problem-solving will allow it to solve our most pressing issues 
Sunny Betz, staff reporter at Built In, 5 August 2024
“What Is Artificial General Intelligence?”, Built In, https://builtin.com/artificial-intelligence/artificial-general-intelligence
The development of AI technology is progressing in leaps and bounds. Artificial general intelligence might not be here today, but its arrival will transform daily life in countless ways: Increased productivity: AGI could adapt to new tasks and roles, saving teams from having to repeatedly train it and freeing up workers to handle other challenges. Enhanced problem-solving: AGI could use its advanced computing power to address global issues like climate change, widespread disease and supply-chain needs. Faster healthcare: AGI could quickly diagnose diseases and design new treatments, resulting in faster and more personalized healthcare. In-depth interaction: AGI could offer sharp insights and sound advice, becoming a more active collaborator and even taking on roles like mentor. Original creativity: AGI could use flexible thinking to craft its own movie scripts, songs, videos and other creative works with little to no prompting. This transformation will mean huge benefits for society. Artificial general intelligence will be able to scan all preexisting information available in places like the internet to solve some of the world’s most pressing problems. “AI has many positive uses now but has enormous future potential,” Amruth Laxman, co-founder of 4Voice, told Built In. “It could, in the future, find a cure for chronic illnesses like cancer or resolve issues like overburdened utility infrastructure.”
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AGI will make huge advances in the medical field benefiting patients and overall society’s health
Christina Pazzanese, Harvard Staff Writer, 26 October 2020
“Ethical concerns mount as AI takes bigger decision-making role in more industries,” The Harvard Gazette, https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-making-role/
Firms now use AI to manage sourcing of materials and products from suppliers and to integrate vast troves of information to aid in strategic decision-making, and because of its capacity to process data so quickly, AI tools are helping to minimize time in the pricey trial-and-error of product development — a critical advance for an industry like pharmaceuticals, where it costs $1 billion to bring a new pill to market, Fuller said. Health care experts see many possible uses for AI, including with billing and processing necessary paperwork. And medical professionals expect that the biggest, most immediate impact will be in analysis of data, imaging, and diagnosis. Imagine, they say, having the ability to bring all of the medical knowledge available on a disease to any given treatment decision.

AGI technology will be faster and more accurate with information processing and repetitive tasks, increasing efficiency and productivity 
Trey Edgington, professor at University of Phoenix, 10 October 2024
“Is AI good or bad for society?”, University of Phoenix, https://www.phoenix.edu/blog/is-ai-good-or-bad-for-society.html#:~:text=Improved%20research%20processes,be%20almost%20impossible%20for%20humans.
AI can benefit society, governments and business alike, and because the technology is so new, there are likely more positive use cases to come. Improved efficiency and productivity By optimizing processes with AI, an organization can reduce the investment of time and resources they’d otherwise apply to human employees who’d need to complete certain tasks. The ways AI helps range from data analysis to content generation. Of course, human beings still need to review, fact check and sometimes edit AI-completed tasks. It’s also important to think about the ethical considerations of using AI at work. Enhanced decision-making After an AI model has analyzed and interpreted a large dataset for a specific task at a specific business, stakeholders can use that data to make better decisions. Not only will they have a more complete picture to base their decisions on, but they will have the AI’s predictions. The improved decision-making process will allow the business or organization to potentially thrive where it may not have previously. Automation of repetitive tasks In the past, people had to perform boring, repetitive tasks like data entry and email management. Now AI can perform these tasks, and organizations can use humans to do other important tasks that AI cannot perform. AI can reduce human errors, especially decisions where emotions or personal opinions or biases could affect the accuracy of the decision. Improved research processes AI helps researchers as well. Human researchers spend a significant amount of time collecting and analyzing data. Now, AI can expedite the process for many by finding appropriate literature from a global database, a task that would be almost impossible for humans. AI can also help researchers review and summarize the literature the AI model has found. AI can also aid researchers by using ample data sets to make informed and potentially more accurate predictions for proposed experiments or tests.
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AGI will become more ethical over time and human institutions will counter-act the worst expressions of AGI misuse
Lee Raine, et al, researchers at Pew Research Center, 16 June 2021
“Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm Within the Next Decade,” Pew Research Center, https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/  
AI advances are inevitable; we will work on fostering ethical AI design: Imagine a future where even more applications emerge to help make people’s lives easier and safer. Health care breakthroughs are coming that will allow better diagnosis and treatment, some of which will emerge from personalized medicine that radically improves the human condition. All systems can be enhanced by AI; thus, it is likely that support for ethical AI will grow. A consensus around ethical AI is emerging and open-source solutions can help: There has been extensive study and discourse around ethical AI for several years, and it is bearing fruit. Many groups working on this are focusing on the already-established ethics of the biomedical community. Ethics will evolve and progress will come as different fields show the way: No technology endures if it broadly delivers unfair or unwanted outcomes. The market and legal systems will drive out the worst AI systems. Some fields will be faster to the mark in getting ethical AI rules and code in place, and they will point the way for laggards.

AGI will be an ethical product of those who develop it. AI can’t be immoral if its programed based on human ethics
Lee Raine, et al, researchers at Pew Research Center, 16 June 2021
“Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm Within the Next Decade,” Pew Research Center, https://www.pewresearch.org/internet/2021/06/16/experts-doubt-ethical-ai-design-will-be-broadly-adopted-as-the-norm-within-the-next-decade/ 
Marc Brenman, managing member at IDARE, a transformational training and leadership development consultancy based in Washington, D.C., wrote, “As societies, we are very weak on morality and ethics generally. There is no particular reason to think that our machines or systems will do better than we do. Faulty people create faulty systems. In general, engineers and IT people and developers have no idea what ethics are. How could they possibly program systems to have what they do not? As systems learn and develop themselves, they will look around at society and repeat its errors, biases, stereotypes and prejudices. We already see this in facial recognition.
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AGI will create new jobs just like the introduction of the internet did 
The Decision Lab, no date
“Artificial General Intelligence,” Decision Lab, https://thedecisionlab.com/reference-guide/computer-science/artificial-general-intelligence
On the bright side, the World Economic Forum suggests that AGI will create new types of jobs, just as the internet ushered in a new world of online industries.11 Automation could free up our time to work on the new challenges that come with advanced technology. Plus, because AGI could lower the cost of production and potentially increase demand for products, economists suggest that this could create more jobs. It’s possible that we just can’t imagine the jobs that might exist with AGI. On the other hand, wide-scale job loss might lead to the introduction of universal basic income (UBI), to replace the wages lost to automation.

AGI won’t replace people’s jobs – it will assist them in performing better
Christina Pazzanese, Harvard Staff Writer, 26 October 2020
“Ethical concerns mount as AI takes bigger decision-making role in more industries,” The Harvard Gazette, https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-making-role/ 
In employment, AI software culls and processes resumes and analyzes job interviewees’ voice and facial expressions in hiring and driving the growth of what’s known as “hybrid” jobs. Rather than replacing employees, AI takes on important technical tasks of their work, like routing for package delivery trucks, which potentially frees workers to focus on other responsibilities, making them more productive and therefore more valuable to employers.  “It’s allowing them to do more stuff better, or to make fewer errors, or to capture their expertise and disseminate it more effectively in the organization,” said Fuller, who has studied the effects and attitudes of workers who have lost or are likeliest to lose their jobs to AI. Though automation is here to stay, the elimination of entire job categories, like highway toll-takers who were replaced by sensors because of AI’s proliferation, is not likely, according to Fuller. “What we’re going to see is jobs that require human interaction, empathy, that require applying judgment to what the machine is creating [will] have robustness,” he said.
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Humans will always have emotional intelligence and an ethical decision-making that gives us purpose alongside AGI
The Decision Lab, no date
“Artificial General Intelligence,” Decision Lab, https://thedecisionlab.com/reference-guide/computer-science/artificial-general-intelligence
But it’s not all doom and gloom. Clearly, humans will need to find a way to coexist with AGI, and perhaps we can achieve this by focusing on our unique human strengths, like ethical decision-making and emotional intelligence. For example, humans will likely play a pivotal role in managing and mitigating AGI biases — biases that AI algorithms pick up from their training data. Understanding these cognitive biases will be crucial for creating AGI systems that are fair and free from discrimination. Reducing biases in AGI systems will require interdisciplinary collaboration from fields such as ethics, psychology, and economics. Insights from experts in these disciplines can help us create AGI programs that are fair, particularly in critical areas like job applications, loan approvals, and criminal justice sentencing. For example, psychologists can identify potential problems in training data and shed light on how our human biases might show up in AI systems. Interdisciplinary cooperation will be essential in developing techniques to detect and remove biases from AI. It’s also possible that humans will work alongside AGI systems to provide necessary empathy and social intelligence in various roles, shoring up the weaknesses of emotionless algorithms. We will certainly be involved in regulating AGI. Regulatory bodies composed of experts from various fields will likely be tasked with overseeing AI decision-making to evaluate safety and ethics. This might involve establishing safety protocols and establishing policies for reviewing and possibly appealing AI decisions.

AGI can never supplant humans due to our unique aspects 
Bernard Marr, freelance writer on business and technology, 8 January 2025
“AI Won’t Replace Humans – Here’s The Surprising Reason Why,” Bernard Marr & Co., https://bernardmarr.com/ai-wont-replace-humans-heres-the-surprising-reason-why/
The Emotional Intelligence Factor AI can analyze sentiment and recognize facial expressions, but it cannot truly understand or experience emotions. This limitation is crucial because emotional intelligence drives many of the most important decisions in business and life. Whether it's negotiating a complex deal, managing a team through a crisis, or developing products that resonate with consumers on a deeper level, human emotional intelligence remains irreplaceable. Creating The Impossible The most remarkable human characteristic is our ability to imagine things that have never existed and bring them into reality. While AI can generate variations based on existing patterns, it cannot conceive truly novel ideas or understand their deeper significance. Innovation requires not just creativity, but also understanding human needs, desires, and the subtle nuances of society – qualities that remain uniquely human.
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